Fractal Analyses of Pleistocene Marine Oxygen Isotope Records
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Abstract. Fractal dimensions of oxygen isotope ($\delta^{18}$O) data obtained from deep-sea records were estimated. The globally distributed data reflect climate variability during the late Pleistocene.

All fractal dimensions fall into the range of $1 < D < 2$. However, the records do not show self-affinity over the entire range of investigated time scales, instead two significantly different fractal dimensions can be observed. This result contrasts with previous suggestions that time series obtained from climate proxies might possess self-affinity with a single fractal dimension over a range of $10$ to $10^5$ years.

The estimated fractal dimensions of the $\delta^{18}$O records for time scales between $3$ and $\sim 20$ ka fall into a narrow range, with an average value of $D = 1.51 \pm 0.06$.

Estimated fractal dimensions for longer time scales may be biased by the presence of periodic components in the time series. The limited range of time scales which can be described by a \textit{single} fractal dimension raises questions about the applicability of simple fractal theory to this kind of data.

Introduction

A very common characteristic of many natural phenomena is their scale invariance, that is, an object looks the same under a change of resolution. Typical examples include the shape of clouds and rock surfaces. Mandelbrot (1967) introduced the term fractal to describe this scale invariance. A fractal can be described as an object made of parts similar to the whole in some way, i.e. in a statistical sense (Feder 1988). A statistically self-similar fractal in a two-dimensional $(x,y)$ space can be defined as follows (Turcotte 1992, p 74): $f(x,y)$ is statistically similar to $f(rx,ry)$, where $r$ is a scaling factor. In this case both variables are scaled by the same scaling-factor.

When dealing with time series similarity transformations usually require different scaling factors for time axis and the variable being measured as a function of time. A time series can be described as a self-affine fractal if $f(t,y)$ is statistically similar to $f(rt,r^{H}y)$, where $r$ is again a scaling factor and $H$ is the Hausdorff dimension. The latter is related to the fractal dimension $D$ by:
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Method

To determine the fractal dimension of the various time series we follow a method developed by Higuchi (1988). Given an evenly spaced time series \( Y_1, Y_2, \ldots, Y_N \), first new time series are constructed:

\[
Y'_k = \left[ Y_m, Y_{m+k}, Y_{m+2k}, \ldots, Y_{m+k(N-m)/k} \right] \quad (m = 1, 2, \ldots, k),
\]

where \([\ldots]\) denotes integer notation, \( m \) is the initial time and \( k \) the interval time, both being integers. For any time interval \( k \), \( k \) new time series can be constructed. Now the length of each time series \( Y'_k \) is given by:

\[
L_m(k) = \left\{ \sum_{i=1}^{k} \left| Y_{m+ik} - Y_{m+(i-1)k} \right| \right\}^{(N-m)/k} \frac{N-1}{k} \frac{1}{k}
\]

(1)

The length of the curve for a time interval \( k \), \( \langle L(k) \rangle \) is defined as the average over \( k \) sets of \( L_m(k) \):

\[
\langle L(k) \rangle = \frac{1}{k} \sum_{m=1}^{k} L_m(k)
\]

(2)

For a statistically self-affine curve in a \((x,y)\)-plane

\[
\langle L(k) \rangle \propto k^{-D},
\]

(3)

where \( D \) is the fractal dimension. The interval time \( k \) is related to the time scale \( \tau \) by:

\[
\tau = \Delta t \cdot k,
\]

where \( \Delta t \) denotes the time interval between the equidistant data points (e.g. 3 ka).

- Compared to the spectral method (e.g. Turcotte 1992; p 74), the advantage of the Higuchi method is that relatively short time series will result in stable estimations of the fractal dimension (Higuchi 1988). In addition, a change of the fractal dimension over the investigated time range can be identified more easily.

Before determining the fractal dimensions of the \( \delta^{18}O \) records, all time series were linearly interpolated to obtain equidistant time series. The interpolation was performed in such a manner that the number of points in the interpolated time series equals the number of original data points. Subsequently, a linear trend was subtracted from the data. Instead of fitting a linear function in log-log space to the calculated \( [k, \langle L(k) \rangle] \) data we fitted the nonlinear model (Eq. 3) to the points, since any linearization of the data may lead to wrong results when using a least-square method for fitting a function to the transformed points (Appendix).

Fitting the nonlinear model was carried out by numerical approximation using the Levenberg-Marquardt method (e.g. Press et al. 1989).

Fractal dimensions were calculated for all possible sets of \( [k, \langle L(k) \rangle] \) with \( \geq 3 \) data pairs. To evaluate the goodness-of-fit of the resulting models, the \( \chi^2 \) probability for each fit was calculated. To do so, first the uncertainties associated with the determined \( \langle L(k) \rangle \) must be evaluated. With the known errors of the measured parameters (section "Data Material") this was done by applying the laws of error propagation to Equations 1 and 2. The probability of a significant fit decreases with increasing number of \( [k, \langle L(k) \rangle] \) points used for a certain fitting procedure. Hence, one would obtain the highest probabilities if the entire set of \( [k, \langle L(k) \rangle] \) were divided into relatively short segments (e.g. 3 points per segment). This would result in a large number of fractal dimensions, each valid for a short time scale only. Since we are interested in describing the time series by as few fractal dimensions as possible, one has to find a compromise between the goodness-of-fit of the fitting function and the length of the segments for which the fractal dimension is estimated. Evaluation of the fitting results was guided by the following criteria:

- \( \chi^2 \) 'Goodness-of-fit' probability \( \geq 0.1 \),
- interval-length \([\tau_{min}, \tau_{max}]\) comparable between the records.

Data Material

The \( \delta^{18}O \) time series used for the fractal analyses were obtained from published Pleistocene deep-sea records and comprise the last 380-1000 ka with resolutions in the order of 2-5 ka (a typical \( \delta^{18}O \) record is shown in Figure 1). Core locations and characteristics are summarized in Table 1. Depending on the depth of the core sites and the depth habitat (benthic vs. planktonic) of the foraminifera
Table 1. Summary of the core locations and characteristics. *denotes a modified stratigraphy based on (Shackleton et al. 1990); **t-estimates of continuous past times for the deep sea data were preserved on planktonic or Benthic foraminifera. Last column indicates the source of the data: 1. Foraminiferal and planktonic assemblages, 2. Oxygen isotope stratigraphy, 3. Wolf 1991, 4. Tellerman 1991; 5. deMenocal et al. 1993; 6. Shackleton and Hall 1999.

<table>
<thead>
<tr>
<th>Core</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Depth [m]</th>
<th>Temp. [°C]</th>
<th>18O [‰]</th>
<th>FNN</th>
<th>Species</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSDP 594*</td>
<td>45°31'S</td>
<td>45°31'N</td>
<td>174°75'E</td>
<td>1204</td>
<td>9-972</td>
<td>3.0</td>
<td>1</td>
<td>P</td>
</tr>
<tr>
<td>DSDP 594*</td>
<td>45°31'S</td>
<td>45°31'N</td>
<td>174°75'E</td>
<td>1204</td>
<td>9-972</td>
<td>4.0</td>
<td>2</td>
<td>P</td>
</tr>
<tr>
<td>ODP 607*</td>
<td>41°00'N</td>
<td>40°00'N</td>
<td>01°30'W</td>
<td>2780</td>
<td>8-988</td>
<td>3.5</td>
<td>3</td>
<td>P</td>
</tr>
<tr>
<td>ODP 607*</td>
<td>41°00'N</td>
<td>40°00'N</td>
<td>01°30'W</td>
<td>2780</td>
<td>8-988</td>
<td>4.5</td>
<td>4</td>
<td>P</td>
</tr>
<tr>
<td>ODP 607*</td>
<td>41°00'N</td>
<td>40°00'N</td>
<td>01°30'W</td>
<td>2780</td>
<td>8-988</td>
<td>4.5</td>
<td>5</td>
<td>P</td>
</tr>
<tr>
<td>ODP 607*</td>
<td>41°00'N</td>
<td>40°00'N</td>
<td>01°30'W</td>
<td>2780</td>
<td>8-988</td>
<td>4.5</td>
<td>6</td>
<td>P</td>
</tr>
<tr>
<td>ODP 607*</td>
<td>41°00'N</td>
<td>40°00'N</td>
<td>01°30'W</td>
<td>2780</td>
<td>8-988</td>
<td>4.5</td>
<td>7</td>
<td>P</td>
</tr>
<tr>
<td>ODP 607*</td>
<td>41°00'N</td>
<td>40°00'N</td>
<td>01°30'W</td>
<td>2780</td>
<td>8-988</td>
<td>4.5</td>
<td>8</td>
<td>P</td>
</tr>
</tbody>
</table>

**Fig. 1.** Oxygen isotope record spanning the last 900 ka obtained from deep-sea core ODP 663 (deMenocal et al. 1993). The δ18O time series mainly reflects changes in continental ice volume, with more negative values indicating less ice (Note that the ordinate scale is inverted).**

used for the δ18O determination, the data document the δ18O variations of the ambient water masses of the core sites, i.e. upper, intermediate and deep water masses.

All δ18O data are reported relative to the PDB standard. Random errors associated with the δ18O determination arise from analytical uncertainties (0.05 to 0.07‰) and random variations in the sample population (e.g. habitat effects). Mix (1992) estimated the combined random error to be in the order of 0.1‰. This value was used for all data sets to evaluate the goodness-of-fit (above). The age models of all δ18O records are based on oxygen isotope stratigraphy. Whenever a δ18O record contains a hiatus only the continuous parts of the time series were used (Table 1). Although some of the time series document climatic variations throughout the entire Pleistocene and upper Pliocene, only those parts younger than 1 Ma were used for the present study, because there is evidence for a fundamental change in the mode of the climatic variations around this time (e.g. Ruddiman et al. 1986).
than approximately 60 ka it becomes impossible to yield a significant fit of a model according to Equation 3. Considering the $\tau_9$ group the lowest fractal dimensions can be observed for two of the deep-water $\delta^{18}O$ records (ODP 658 and RC 13-110). An exceptionally high fractal dimension was determined for core ODP 643, falling into the range of the $\tau_9$ group. The average fractal dimension of this group (excluding the outlier from the poor resolution record ODP 643) is $D_9 = 1.51 \pm 0.06$. (Mean values are given as weighted means and errors as weighted sample standard deviations throughout the text.)

The $\tau_9$ group is characterized by slightly more scattered fractal dimensions as compared to the $\tau_9$ group ($D_9 = 1.79 \pm 0.08$). There seems to be no obvious relation between fractal dimensions and water masses. A comparison of the difference between the fractal dimensions, i.e. $D_9 - D_1$, for each core, shows that the largest differences occur for deep-water $\delta^{18}O$ data.

Fig. 3. Synopsis showing the fractal dimensions determined for the various $\delta^{18}O$ records. Cores have been sorted according to the type of ambient water mass (Table 1). Note that only the core numbers from Table 1 are used to identify the cores. High latitude cores are marked by $^*$.* Also shown is the time scale interval for which the fractal dimension was determined. Errors are reported as sample standard deviations. The horizontal line (dotted) separates the $\tau_9$ group from the $\tau_9$ group (see text for further explanations).

Discussion and Conclusions

The concept of fractals was introduced in order to describe scale invariance, i.e. the notion that $f(t, r)$ is statistically similar to $f(r^t, r^y)$ even if the scaling factor $r$ changes over several orders of magnitude. Considering the nature of the $\delta^{18}O$ data, one is confronted with the fact that the range of possible time scales...
comprises less than two orders of magnitude \((3 \text{ ka} < \tau < 150 \text{ ka})\). Moreover, since it is not possible to find fractal dimensions for the \(\delta^{18}O\) records for time scales larger than 60 ka, the scale variation decreases to about one order of magnitude. This limitation raises questions concerning the applicability of simple fractal theory to this kind of data and should be kept in mind during the following discussion.

The finding that the \(\delta^{18}O\) records cannot be adequately described by a single fractal dimension over the entire range of investigated time scales contrasts with previous suggestions that time series obtained from climate proxies might possess self-affinity with a single fractal dimension over a range of 10 to \(10^3\) years (Fluegeman & Snow 1989).

Considering the global distribution of the core locations, the variety of water masses and the different foraminifera species used for measuring the isotopic values, it is remarkable that the fractal dimensions estimated for the \(\delta^{18}O\) records for time scales \(< 20 \text{ ka}\) fall into a fairly narrow range. We interpret this as an expression of the dominance of the global ice-volume signal over the regional signal (water temperature, habitat). This is in accordance with our observation that the fractal dimension (for the same time scale using, the method described above) obtained from the SPECMAP stack (Imbrie et al. 1984), which can be assumed as ice-volume proxy, is \(D = 1.48 \pm 0.01\) and, thus, coincides with our average fractal dimension for the \(\tau_g\) group.

From the observation that the lowest fractal dimensions in the \(\tau_g\) group stem from deep-water records, one may hypothesize that this is caused by the slower response of the deep ocean compared to the surface-water masses. Similarly one may argue that the high fractal dimension obtained from the high latitude surface record (ODP 643) is due to the proximity of this site to the location of ice formation. However, the average present-day deep-ocean mixing time is on the order of 1 ka, and surface water mixes in a few decades (e.g. Murray 1992). Since these time scales are shorter than the minimum time scale in our investigation, even the deep ocean can be assumed to be well mixed, thus refuting the above implications. Since the southern hemisphere high latitude surface-water record (DSDP 594) does not show a similar high fractal dimension, we regard the high fractal dimension estimated for core ODP 643 as an outlier. The inference about deep-water masses is also invalidated by the fact that different fractal dimensions arise from cores that document the same water mass (ODP 607/658: North Atlantic deep water; ODP 677/RC 13-110: Pacific deep water). We attribute these differences either to sampling errors, which are higher than those being assumed, or to errors in the core stratigraphy.

Looking at the fractal dimensions for time scales longer than \(\sim 20 \text{ ka}\), the finding that \(D_f > D_g\) is somewhat curious. In terms of a fractional Brownian function this could be interpreted as a trend towards higher antipersistence (Feder 1988) of the underlying physical system or, in terms of a spectral representation, towards a white-noise spectrum. However, this interpretation is unreasonable if one considers the underlying climate system. Especially the ocean should act as a low-pass filter and thus lead towards higher persistence, resulting in a red-noise spectrum. The additional observation that no evidence for self-affinity was found for time scales exceeding \(\sim 60 \text{ ka}\) points to the possible effect that periodic components in the time series bias the estimated fractal dimension. A likely source of such periodic elements are the Milankovich frequencies [i.e. periodic variations of the Earth's orbit, which are well documented in the deep-sea sedimentary record (e.g. Imbrie et al. 1984)], particularly the two strongest components with main periods of 41 and 100 ka. So far we have not been able to discriminate whether the above observations are artifacts or whether they imply that over certain time scales no self-affinity exists.

Finally, the estimated fractal dimensions are, due to the goodness-of-fit test, a function of measurement uncertainties. Assuming larger errors would result in a significant fit of the model \((\text{Eq. 3})\) over a \textbf{larger range} of time scales (and at the same time the number of fractal dimensions necessary to describe the time series would decrease). Due to the shape of the model function this would result in higher fractal dimensions than those given.

\section*{Appendix}

Fractal sets can be scaled according to power laws as in Equation 3. It is very common to determine the fractal dimension by the linearization of such power laws. Instead of fitting a nonlinear model to the data (which requires extensive numerical calculations), the data are transformed (i.e. by taking logarithms) in order to yield a linear regression problem (which is computationally easy to handle). However, estimating fractal dimensions from linearized data is only an approximate method, since linearizing transformations change the statistical distribution of the errors associated with data (Bard 1974, p. 79).

Assume the following power-law function:

\[ \mu_i = f(x) = \beta_0 x^{\beta_i} \]

This nonlinear model can be linearized by means of a logarithmic transformation:

\[ \ln \mu_i = \ln \beta_0 + \beta_i \ln x_i \]  \hspace{1cm} (A1)

Let \(y_i\) be realizations of this function and \(\varepsilon\) an error term accounting for the noise in the data. The least-squares regression method assumes \(\varepsilon\) to be additive and Gaussian distributed, \(N(0, \sigma)\). Hence, Equation A1 becomes:

\[ \ln y_i = \ln \beta_0 + \beta_i \ln x_i + \varepsilon \]

This means, however, that in terms of the original data the error becomes \textbf{multiplicative}.
\[ y_i = \beta_0 x_i^\beta_1 \cdot e^e \]  

(A2)

Since the assumption concerning the error term in Equation A2 does not hold true for the data used in this study, the linearization transformation may lead to significantly biased estimations of the parameters \( \beta_0 \) and \( \beta_1 \).

Comparison of fractal dimensions obtained by a linear regression in log-log space with those obtained by fitting a nonlinear model to the data points reveal differences on the order of 10%. Therefore, determinations of fractal dimensions should be done by the use of nonlinear models instead of simple, but inaccurate, linear models.
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