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Abstract Variations in the strength of the Atlantic meridional overturning circulation (AMOC) were involved

in the occurrences of Dansgaard-Oeschger (D-O) events during Marine Isotope Stage 3 (MIS3). The stability

of the AMOC to North Atlantic freshwater perturbations is studied using a comprehensive climate model under

MIS3 boundary conditions. An AMOC stability diagram constructed from a series of equilibrium freshwater

perturbation experiments reveals a highly nonlinear dependence of AMOC strength on freshwater forcing.

The MIS3 baseline state is remarkably unstable with respect to minor perturbations. The global climate signal

associated with a change in AMOC strength is consistent with a transition from an interstadial to a stadial

state including an annual mean surface air temperature drop of ~8 K in central Greenland. We suggest that

minor freshwater perturbations in the hydrologic cycle, e.g., related to ice sheet processes, had the potential

to trigger D-O-type climate shifts associated with a threshold in the atmosphere-ocean system.

1. Introduction

Marine Isotope Stage 3 (MIS3, 57–29 ka B.P.) was a period of pronounced millennial-scale climate variability,

associated with the most regular occurrence of Dansgaard-Oeschger (D-O) events [Schulz, 2002]. Characterized

by rapid transitions between cold stadials and warm interstadials at northern latitudes [Dansgaard et al., 1993;

Bond et al., 1993], the significance of D-O events is substantiated by global-scale climate variations that can be

correlated to the Greenland temperature record [Broecker, 2000; Voelker and workshop participants, 2002;

EPICA community members, 2006]. The origin of D-O events is still a matter of controversy [Timmermann et al.,

2003], but there is strong evidence that variations in the strength of the Atlantic meridional overturning

circulation (AMOC) and its associated heat transport were involved, where strong (weak) overturning is

related to interstadial (stadial) climate, although these D-O-type AMOC variations were probably much

smaller than those associated with Heinrich events [Keigwin and Boyle, 1999; van Kreveld et al., 2000; Sarnthein

et al., 2001; Elliot et al., 2002; Clement and Peterson, 2008]. A widely held view of D-O dynamics involves

switches between two stable states of different AMOC strength. Accordingly, numerous conceptual models

have been suggested to explain the millennial-scale climate oscillations based on the concept of oceanic

bistability [e.g., Stocker and Wright, 1991; Timmermann et al., 2003; Sarnthein et al., 2001; Clement and Peterson,

2008; Colin de Verdière et al., 2006]. Meltwater injections into the Nordic Seas associated with internal northern

ice sheet dynamics have been suggested as a potential pacemaker for AMOC state transitions and associated

D-O climate oscillations [van Kreveld et al., 2000]. Understanding the stability properties of the glacial ocean

circulation to freshwater perturbations is therefore key toward an understanding of D-O climate variability.

Important insights into the potential dynamics of D-O events were provided by simulations with the Earth

system model of intermediate complexity (EMIC) CLIMBER-2 [Ganopolski and Rahmstorf, 2001]. It has been

shown that the stability properties of the AMOC under glacial boundary conditions may differ fundamentally

from the interglacial case. In particular, CLIMBER-2 suggested the existence of two modes of the AMOC in

close proximity to the unperturbed glacial state and that minor freshwater perturbations can trigger transitions

between these two modes causing D-O-type climate variations. It is known, however, that AMOC stability

properties are model dependent [e.g., Rahmstorf et al., 2005; Stouffer et al., 2006], and it is therefore unclear to

which extent the EMIC-based results are robust in the framework of more complex models. While various

EMICs have been employed to study abrupt climate change associated with AMOC stability properties

specific to the last glaciation [Prange et al., 2002; Schmittner et al., 2002; van Meerbeeck et al., 2009; Montoya

and Levermann, 2008; Knorr and Lohmann, 2003; Banderas et al., 2012], so far no attempts have been made to

systematically examine AMOC stability in a comprehensive coupled general circulation model under MIS3

boundary conditions. Here we present results from a series of quasi-equilibrium freshwater-hosing/extraction
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experiments using the Community Climate System Model version 3 (CCSM3) forced with MIS3 boundary

conditions and varying North Atlantic freshwater perturbations to assess the stability properties of the ocean

circulation and its potential role in D-O climate variability.

2. Experimental Design

NCAR’s (National Center for Atmospheric Research) CCSM3 is a fully coupled comprehensive general circulation

model, composed of four separate components representing atmosphere, ocean, land, and sea ice [Collins et al.,

2006]. In our simulations, the resolution of the atmospheric component is given by T31 (3.75° transform grid)

with 26 layers in the vertical, while the ocean has a nominal resolution of 3° with equatorial grid refinement

in meridional direction (down to 0.9°) and 25 levels in the vertical [Yeager et al., 2006]. The land model is defined

on the same horizontal grid as the atmosphere and includes components for biogeophysics, biogeochemistry,

and the hydrologic cycle as well as an interactive dynamic global vegetation model [Oleson et al., 2004; Levis

et al., 2004]. In order to improve the simulation of the land surface hydrology and vegetation cover, new

parameterizations for canopy interception and soil evaporation have been implemented into the land

component [Oleson et al., 2008], identical to the model design used in a previous study [Handiani et al., 2013].

Along with a 1000 year integrated preindustrial control run, we performed a MIS3 baseline simulation applying

38 ka B.P. orbital forcing [Berger, 1978] and corresponding greenhouse gas concentrations of CO2 (215 ppmv),

CH4 (501 ppbv), and N2O (234 ppbv) [Flückiger et al., 2004; Spahni et al., 2005; Ahn and Brook, 2007; Bereiter

et al., 2012]. In addition, the 38 ka B.P. ICE-5G continental ice sheet distribution has been implemented [Peltier,

2004], and the correspondingly reduced sea level results in a modified land-sea distribution (e.g., closing

of the Bering Strait). The MIS3 baseline simulation was initialized with the final state of a 1500 years long

simulation with LGM (Last Glacial Maximum, 21 ka B.P.) boundary conditions and integrated for another

2170 years. Note that this MIS3 simulation differs from a previous CCSM3 MIS3 experiment with the same

resolution [Merkel et al., 2010] by the choice of the time slice, the implementation of a dynamic vegetation

module, changes in the parameterizations for canopy interception and soil evaporation, and the integration

length. The 38 ka time slice was chosen because it lies right in the middle of a rather regular sequence of D-O

cycles and coincides with Heinrich event 4 [Hemming, 2004].

Branching off from year 1670 of theMIS3 simulation, we performed 12 freshwater-hosing/extraction experiments

with different rates of continuous, unbalanced freshwater surface flux (treated as a virtual salinity flux

[e.g., Prange and Gerdes, 2006] in CCSM3) homogeneously distributed over the Nordic Seas [cf. van Kreveld

et al., 2000], ranging from ± 0.005 Sv to ± 0.2 Sv (1 Sv = 106m3/s). The integration time for these experiments

was long enough for the AMOC to reach a new equilibrium (500 years or longer if necessary, Figure S1 in the

supporting information), which has been assessed by means of a t test.

In order to study the potential for bistability, the experiment with the strongest freshwater input of +0.2 Sv

was subsequently continued after removing the freshwater perturbation. Recovery of the AMOC hints at a

monostable MIS3 baseline AMOC [Prange et al., 2002]. All results presented in this paper refer to the last

100 year mean climate of each experiment, representing quasi-equilibrium conditions.

In all simulations, ozone and aerosol distributions were kept at preindustrial levels [Otto-Bliesner et al., 2006].

3. Results

The 38 ka B.P. baseline simulation results in a climate that is significantly colder than preindustrial (PI) with

a maximum cooling of more than 24 K in annual mean surface temperature over the Laurentide ice sheet

in North America (Figure 1a). The annual global mean surface temperature is 3.3 K lower than that in the

PI run. As shown in Figure 1a, the high latitudes generally experience a stronger temperature decrease

compared to lower latitudes. However, a region of positive surface temperature anomalies in the Nordic

Seas indicates intense inflow of Atlantic water from the south in the MIS3 simulation. This supply of warm

and salty water keeps large parts of the Nordic Seas ice free (Figure 1a) and maintains convection and

deep water formation during winter. As a result, CCSM3 simulates a vigorous AMOC in the MIS3 baseline

run with a North Atlantic overturning maximum of 15.4 Sv, which is ~1.5 Sv stronger than that in the PI

control run (Figure 2). The southward flow of North Atlantic deep water occurs at shallower levels in the

MIS3 run than under PI conditions.
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We perturbed the AMOC in a series of freshwater-hosing/extraction experiments as described above. In almost

all experiments, an integration time of 500 years was long enough for the meridional overturning stream

function to reach a new equilibrium, only in one case the integration had to be extended (Figure S1). The AMOC

equilibrium response to freshwater forcing in our set of experiments reveals the existence of a threshold by an

abrupt drop in AMOC strength for North Atlantic freshwater forcing between �0.02 Sv and +0.02 Sv, with a

particularly sensitive behavior between +0.01 Sv and +0.02 Sv (Figure 3a). Comparing the climatic states just

above (+0.02 Sv perturbation; Figure 2c) and below (�0.02 Sv perturbation; Figure 2d) the threshold reveals a

maximum cooling in the +0.02 Sv experiment over the Nordic Seas (Figure 1b) associated with an expansion of

sea ice resulting in an increase of surface albedo and a decrease in ocean-atmosphere surface heat flux. In

boreal winter, the sea ice margin in the North Atlantic is dramatically displaced to midlatitudes in response to

the small positive freshwater forcing (Figure 1b). While the surface ocean experiences strongest cooling in the

northern North Atlantic, subsurface temperatures increase in these regions (Figure S2).

In order to examine the AMOC for multiple equilibria, the +0.2 Sv experiment was continued without

anomalous freshwater forcing (see section 2). Upon removal of the freshwater perturbation, the AMOC fully

recovers, suggesting monostability of the MIS3 baseline AMOC (Figure S3).

Figure 1. Annual mean surface temperature differences with winter (December–February mean) sea ice margins.
(a) Difference between the MIS3 baseline simulation with 38 ka B.P. boundary conditions and the preindustrial control run.
Black and red contour lines mark the winter sea ice margins (with 10% sea ice concentration) for the MIS3 and preindustrial
simulations, respectively. (b) Difference between the MIS3 freshwater perturbation experiments with +0.02 Sv and �0.02 Sv
forcing interpreted as stadial-interstadial climate difference. Black and red contour lines mark the winter sea ice margins for
the +0.02 Sv and �0.02 Sv experiments, respectively. Note the irregular contour intervals.
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In summary, theMIS3 baseline state is very sensitive with respect tominor freshwater perturbations. A decrease

(increase) to 10.6 Sv (17.2 Sv) of the AMOC strength in response to a weak positive (negative) freshwater forcing

of 0.02 Sv is simulated (Figure 3a). The associated difference in oceanic heat transport between these two states

with reduced and intensified AMOC leads to a pronounced interhemispheric “seesaw pattern” [Stocker, 1998;

Stocker and Johnsen, 2003] in surface temperature (Figure 1b). More specifically, the annual mean surface

temperature over central Greenland is about 8 K lower in the +0.02 Sv experiment compared to the �0.02 Sv

run, while Antarctica warms by about 0.5–1 K, consistent with the difference between an interstadial and a

stadial climate state [EPICA community members, 2006; Huber et al., 2006].

4. Implications

Previous freshwater-hosing studies with comprehensive coupled climatemodels run undermodern (interglacial)

or Last Glacial Maximum (LGM; 21 ka B.P.) boundary conditions suggested a rather linear response of the

AMOC to increasing freshwater perturbations without any obvious threshold effects [e.g., Rind et al., 2001;

Otto-Bliesner and Brady, 2010]. By contrast, the MIS3 AMOC stability diagram constructed from the set of our

freshwater perturbation experiments reveals a pronounced threshold for anomalous freshwater forcing

between �0.02 Sv and +0.02 Sv (Figure 3a). Consequently, the MIS3 baseline climate state is remarkably

unstable with respect to minor freshwater perturbations which are an order of magnitude smaller than what

is generally necessary to induce a substantial weakening of the AMOC and associated Greenland cooling in

Figure 2. Meridional overturning stream function of the Atlantic Ocean (annual mean) in different experiments.
(a) Preindustrial control run. (b) MIS3 baseline simulation. (c) MIS3 freshwater-hosing experiment with +0.02 Sv perturbation.
(d) Freshwater extraction experiment with �0.02 Sv forcing. Positive values indicate clockwise circulation.
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climate models under modern or glacial

boundary conditions [Rahmstorf et al.,

2005; Stouffer et al., 2006; Valdes, 2011;

Kageyama et al., 2013; Gong et al., 2013;

Hopcroft et al., 2011] or what has been

estimated as meltwater input during

Heinrich events [Hemming, 2004].

In our MIS3 experiments, climate states

below the freshwater perturbation

threshold, with an AMOC strength of

16 Sv and more, are consistent with

interstadial conditions, while climate

states above the threshold, with an

AMOC weaker than 11 Sv, correspond to

stadial conditions. Our MIS3 baseline

simulation yields an AMOC transport of

about 15 Sv which is slightly stronger

than in the PI control run. Previous MIS3

simulations using CCSM3 by Merkel

et al. [2010] and Brandefelt et al. [2011]

provided climate states with weaker

North Atlantic overturning circulation of

~8 and ~11 Sv, respectively, and fully

ice-covered Nordic Seas in winter,

which have been interpreted as stadial

climates in the absence of freshwater

perturbations. Given the proximity of

the MIS3 baseline climate to the AMOC

stability threshold (Figure 3a), we

conjecture that minor differences in the

modeled hydrologic cycles compared

to our baseline experiment resulted in

the simulation of stadial MIS3 equilibrium

states in these earlier studies. Such

minor differences in the hydrologic cycles

may be caused not only by the use of

different MIS3 boundary conditions

(including ice sheet distribution, greenhouse gas concentrations, and orbital parameters) and CCSM3 grid

resolutions [Brandefelt et al., 2011] but also by our modifications in the land model component including

the implementation of interactive dynamic vegetation. Indeed, applying a negative freshwater forcing of

�0.1 Sv to the MIS3 simulation of Merkel et al. [2010] resulted in a strengthening of the North Atlantic

overturning to ~18 Sv [Merkel et al., 2010], which is similar to the AMOC intensity in our �0.1 Sv freshwater

extraction experiment (Figure 3a). As such, our new results are consistent with the earlier MIS3 simulations

using CCSM3. However, due to the proximity of the MIS3 baseline climate state to the AMOC stability

threshold, we infer that the unperturbed “typical near equilibrium” [Van Meerbeeck et al., 2009] MIS3

climate cannot unequivocally be assigned to a stadial [Merkel et al., 2010; Brandefelt et al., 2011] or interstadial

[Van Meerbeeck et al., 2009] state.

For central Greenland, the simulated annual mean surface temperature difference between stadial and

interstadial climates is 8–11 K (Figure 3b), in line with reconstructions from ice cores [Huber et al., 2006;

Landais et al., 2004; Kindler et al., 2014]. This temperature change over Greenland along with a concurrent

anomaly in Antarctica of opposite sign is accomplished by relatively moderate changes in the AMOC in our

CCSM3 experiments and lends further support to the bipolar seesaw concept as a characteristic of D-O

events [Stocker and Johnsen, 2003]. Under modern boundary conditions, Greenland cooling larger than 6 K

Figure 3. Modeled climate changes as a function of freshwater perturba-
tion. (a) Strength of the equilibrated AMOC as a function of freshwater
perturbation. The AMOC strength was defined as the maximum value of
the overturning stream function below 300m depth in the North Atlantic.
Positive perturbations correspond to freshwater input to the Nordic Seas,
whereas negative perturbations correspond to freshwater removal. The
threshold between�0.02 Sv and +0.02 Sv is highlighted. (b) Annual mean
central Greenland surface temperature (blue) and winter (December–
February mean) sea ice area over the North Atlantic/Arctic Ocean (red) as
a function of freshwater perturbation.
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can usually only be achieved with a

complete AMOC shutdown that often

requires strong freshwater forcing in the

order of 1 Sv in coupled atmosphere-

ocean models [Stouffer et al., 2006].

Atmosphere general circulation model

experiments [Li et al., 2010] suggest that

central Greenland surface temperature

anomalies during D-O cycles are mainly

controlled by winter sea ice coverage in

the Nordic Seas. Our experiments strongly

corroborate this finding (Figure 3b).

Relatively warmer, interstadial conditions

over Greenland are associated with

reduced sea ice cover in the northern

North Atlantic, with major ice-free areas

in the Nordic Seas even during winter. By

contrast, during cold, stadial conditions

over Greenland, the winter sea ice margin

shifts into the midlatitude North Atlantic.

The most dramatic temperature drop

over Greenland is found for freshwater

perturbations between +0.01 Sv and

+0.02 Sv accompanied by a substantial

winter sea ice expansion (Figure 3b). A

closer inspection of these two climate states reveals that the expansion of the winter sea ice cover in the

experiment with +0.02 Sv freshwater forcing results in a reduction of the surface heat flux from the Nordic Seas

to the overlying atmosphere bymore than 240Wm�2 compared to the +0.01 Sv experiment (Figure 4), leading

to a strong atmospheric cooling in that region during the winter months. The diabatic change is effectively

distributed by wind and mixing around the Icelandic low, thereby affecting winter temperatures over the

Greenland ice sheet [cf. Li et al., 2010]. During winter, surface temperatures in central Greenland differ by ~10K

between the two experiments (not shown), whereas the difference in summer temperatures is minor (~2 K).

The close relationship between Nordic Seas’ winter sea ice cover and central Greenland temperature is

also evident from the transient behavior in the AMOC recovery experiment (Figure S3). More specifically,

Greenland temperature rise (and fall) can occur at a much faster rate than changes in the AMOC strength

(Figure S3). Once the AMOC strength and its associated heat transport become large enough to substantially

melt the sea ice, Greenland temperature increase follows the sea ice decline. However, the rise in Greenland

temperature occurs on a centennial scale in our model experiment, which is significantly longer than the

multidecadal timescale suggested by ice core temperature reconstructions [e.g., Thomas et al., 2009; Kindler

et al., 2014]. Whether this difference in timescales points to deficient (i.e., missing negative) freshwater

forcing in the AMOC recovery experiment, to unresolved or missing processes in the climate model, or to a

local character of ice core reconstructions is beyond the scope of our study. Paleoceanographic data from

the Nordic Seas indeed suggest ice-covered conditions during MIS3 stadials, while open-ocean convection

requiring ice-free conditions has been inferred for MIS3 interstadials [Dokken and Jansen, 1999; Rasmussen

and Thomsen, 2004]. Once the AMOC is weak enough (~10 Sv, i.e., above the freshwater flux threshold)

and the Nordic Seas are fully ice covered, further weakening of the AMOC has little effect on additional

Greenland cooling (Figure 3b), similar to results found by Ganopolski and Rahmstorf [2001] in their CLIMBER-2

experiments. This behavior is consistent with paleoceanographic and paleoclimatic evidence, suggesting

that an equivalent degree of cooling over Greenland was obtained during MIS3 stadials with different

perturbations of deep-water formation [Elliot et al., 2002].

The sea ice coverage in the northern North Atlantic, in turn, is linked to the strength of the AMOC. With

weaker AMOC, less heat is transported by the ocean toward the north resulting in a southward displaced sea

ice margin. A larger sea ice cover, on the other hand, inhibits convection and deep-water formation, thus

Figure 4. Winter (December–February mean) surface heat flux anomaly.
Shown is the heat flux difference between the MIS3 freshwater-hosing
experiment with +0.02 Sv forcing and the one with +0.01 Sv forcing.
Positive values indicate upward heat flux into the atmosphere. Black and
red contour lines mark the Northern Hemisphere winter sea ice margins
for the +0.02 Sv and +0.01 Sv experiments, respectively.
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acting as a positive feedback to the slow down of the AMOC as pointed out by Lohmann and Gerdes [1998].

Coverage of convective sites by expanding sea ice may therefore induce nonlinearity in the relationship

between AMOC strength and freshwater perturbation. Shutdown of convection in the ice-covered Nordic

Seas is the principal cause for the AMOC weakening in the stadial climate (cf. Figure S4), similar to the key

process in the EMIC study by Ganopolski and Rahmstorf [2001]. An important role for sea ice in abrupt

millennial-scale climate change has also been suggested in previous studies [Broecker, 2000; Timmermann

et al., 2003; Clement and Peterson, 2008; Montoya and Levermann, 2008; Banderas et al., 2012; Li et al., 2010;

Gildor and Tziperman, 2003; Loving and Vallis, 2005; Oka et al., 2012].

In line with paleoceanographic evidence from the northern North Atlantic [Rasmussen and Thomsen, 2004;

Marcott et al., 2011], our simulated stadial states exhibit large-scale subsurface oceanic warming in high

northern latitudes (Figure S2). It has been suggested that such subsurface warming during surface cold

phases, in particular, in the northwestern Atlantic, may have destabilized adjacent ice shelves, thus triggering

ice stream surges and producing massive iceberg discharge from the Laurentide ice sheet, referred to as

Heinrich events, which would have led to further weakening of the AMOC [Marcott et al., 2011; Shaffer et al.,

2004; Álvarez-Solas et al., 2011]. This scenario may provide a plausible mechanism for the coincidence of

Heinrich events with D-O stadial phases.

Despite the existence of a distinct threshold in the AMOC stability diagram (Figure 3a), we did not find

evidence for the existence of multiple stable states under MIS3 boundary conditions in our simple AMOC

recovery experiment. However, the existence of a narrow hysteresis, as in the EMIC study by Ganopolski and

Rahmstorf [2001], cannot be ruled out. Whether the AMOC can generally possess multiple equilibria is an

open question. It has been argued that bistability and associated irreversibility may be model dependent

[e.g., Ferreira et al., 2011; Hu et al., 2013], or model artifacts due to missing atmospheric feedbacks [Yin et al.,

2006], or erroneous subgrid-scale parameterizations in the ocean [Prange et al., 2003; Nof et al., 2007].

Ice sheets have often been considered an important component of D-O dynamics. Records of ice-rafted

debris indicating enhanced iceberg and hence freshwater fluxes into the Nordic Seas during each D-O stadial

[Elliot et al., 2002; Dokken and Jansen, 1999; Voelker et al., 1998]—possibly related to internal coastal ice sheet

dynamics in east Greenland [van Kreveld et al., 2000] and/or Fennoscandia [Elliot et al., 2001]—support the

notion that ice sheets played a role in producing the small positive freshwater flux anomalies that are

required for crossing the AMOC stability threshold and thus to trigger D-O climate shifts. During interstadials,

accumulation rates on continental ice sheets increased [Andersen et al., 2006; Thomas et al., 2009], possibly

leading to a positive ice sheet mass balance and net freshwater removal from the high-latitude northern

ocean causing a negative freshwater forcing to the AMOC [Jackson et al., 2010].

5. Conclusions

The stability properties of the AMOC and associated climate impacts have been investigated systematically

using a coupled general circulation model under MIS3 boundary conditions. We found that the MIS3 baseline

climate is remarkably unstable such that minor North Atlantic freshwater perturbations in the order of 0.02 Sv

can trigger dramatic changes in the strength of Atlantic overturning, leading to stadial-interstadial climate

anomalies. The close linkage between North Atlantic sea ice area and AMOC strength suggests a key role for

sea ice in the instability of the AMOC. In addition, strong variations in Nordic Seas winter ice extent appear

crucial for large D-O-type temperature anomalies (8–11 K in the annual average) in central Greenland,

which is difficult to simulate when inappropriate (e.g., modern) boundary conditions are used in freshwater-

hosing experiments. According to our model results, minor perturbations in the hydrologic cycle—possibly

connected with ice sheet dynamics—could have triggered substantial global D-O climate transitions.

Even though the CCSM3 results are to a large extent consistent with earlier findings from an EMIC study

[Ganopolski and Rahmstorf, 2001], further MIS3 climate stability experiments with different state-of-the-art

coupled general circulation models are required in order to assess the robustness of these results.
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